
Parametric robotic action representation for robotic cooking
Internship proposal

January 29, 2026

Project: VeggieBot — a domestic robot aide for preparing meals
Host institution: IMT Atlantique (Brest campus, Technopôle Brest-Iroise), Plouzané, France
Supervisor(s): Mihai Andries, Christophe Lohr
Time period: February to July 2026 (6 months, flexible)
Gratification: approximately 600 euros per month

1 Context
The objective of the VeggieBotproject is to research and develop the technologies necessary for autonomous
preparation of meals from-start-to-finish using a robotic arm. Our platform is a 7-degree-of-freedom robotic
arm (UFactory xArm7) on a rail, equipped with a UFactory xArm jaw gripper, and a 6 axis force-torque
sensor. Methodologically, we decompose every recipe into gestures (primitive movements). To be able
to execute any recipe, the robot needs a vocabulary of gestures that it can execute, and from which it can
assemble a sequence of actions corresponding to any recipe. In addition, these gestures need to be parametric,
so as to adapt to objects of different dimensions, shapes, softness/rigidity.

2 Mission
2.1 Research questions
The intern will address the following research questions:

1. What is the state-of-the-art in parametric representation of robot actions?

2. What methods can be used to "learn/acquire" robotic actions in parametric form? (e.g., reinforcement
learning, teaching by demonstration)

3. How do formally represented actions compare to actions feasible by a Vision-Language-Action model?

2.2 Work plan
1. Research the state-of-the-art in parametric robot action representation (M1)

2. Implement identified representations of robotic actions inside a convenient simulator (M1–M2)

3. Record/Learn in parametric form some selected cooking gestures for the robotic arm. Ensure the
gestures are safe inside a robotic simulation, before porting them to the real robot. (M3–M4)

4. Compare the different robotic action representations.

5. Implement a Vision-Language-Action model. Compare VLA’s cooking gestures with the parametric
gestures recorded/learned previously (M4–M5).

6. Prepare code for delivery, write documentation (M6)

7. Draft a research article on parametric robotic action representation (M5–M6)
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https://www.ufactory.us/product/ufactory-xarm-7
https://www.ufactory.us/product/ufactory-xarm-gripper
https://www.ufactory.us/product/6-axis-force-torque-sensor
https://www.ufactory.us/product/6-axis-force-torque-sensor
https://en.wikipedia.org/wiki/Vision-language-action_model


2.3 Deliverables
• Internship report: An report has to be delivered at the end of the internship.

• Code: The code developed by the intern has to be packaged and delivered to the supervisors, accom-
panied by appropriate documentation (user guide, code comments).

• Research article: We also encourage the intern to draft a research article on the topic of the internship
for submission to a research conference. If the submission gets accepted for publication, our research
team would be happy to sponsor the participation of the student to the conference.

3 How to apply?
Please submit your application containing CV, academic transcripts, and motivation letter to
mihai.andries[at]imt-atlantique.fr and christophe.lohr[at]imt-atlantique.fr before 15 Febru-
ary 2026.
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